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•  A little history & credentials 
•  Exascale storage systems 
•  Technology trends in flash 
•  Technology trends in magnetic disks 
•  Transparent middleware for fast N-1 checkpointing 
•  Astro-inspired work: DB-in-FS 
•  Google-inspired Data-intensive Scalable Computing 
•  AstroInformatics: Getting out hands dirty 
•  AstroInformatics: Reduce the price of Astro-scale data 
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A Little History & Credentials 

Garth Gibson, Aug 11, 2011#www.pdl.cmu.edu 3 



Garth Gibson, Aug 11, 2011 www.pdl.cmu.edu 

Object Storage (DARPA NASD, 95-99) 
Before NASD there was store&forward Server-Attached Disks (SAD) 
Move access control, consistency out-of-band and cache decisions 
Raise storage abstraction: encapsulate layout, offload data access 

  Now ANSI T10 SCSI command set standard (OSD 2004, 2009) 
  Architecture influenced Lustre, PanFS, GoogleFS, pNFS 
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Panasas Spins Out of CMU (1999) 

•  Storage that accelerates HPC apps  
-  10,000+ clients, 50+ GB/s,  

1,000+ storage nodes 

-  Primary storage on 1st petascale  
computer (Los Alamos) 

•  Founded 1999, shipping solutions since 2003 
-  Software innovation, packaged with industry-standard HW 

-  Scalable RAID over storage nodes, end-to-end check codes 

-  Integrated SSD, extensive HA, snapshot, async mirroring 
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Panasas Storage Cluster of Bladeservers 

DirectorBlade StorageBlade 

Integrated 10GE Switch 

 Shelf Front 
1 DB, 10 SB 

Shelf Rear 

Midplane routes GE, power 

Battery Module 
(2 Power units) 
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Leaders in HPC choose Panasas 

SWIFT ENERGY 
COMPANY 
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PanFS Scales to Petascale for LANL 

•  Lightning (2004) 
•  2,800 cores across 1,400 nodes 
•  3 GB/sec I/O Bandwidth, 60 TB 

•  RoadRunner (2009) 
•  12,240 cores (+Cells), 3,060 nodes 

–  First Petaflop machine on top500 charts 
•  55+ GB/sec I/O bandwidth, 3 PB 

•  Cielo (2011) 
•  >100,000 cores across 7,000 (growing to 9,000 nodes) 
•  >100 GB/sec I/O bandwidth, 10 PB 

 

~ 80%/year BW growth, ~ 100%/year Capacity growth 
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Exascale storage systems: still all about checkpoint/restart 

Garth Gibson, Aug 11, 2011#www.pdl.cmu.edu 9 



Garth Gibson, Aug 11, 2011 www.pdl.cmu.edu 

SciDAC Petascale Data Storage Institute 
•  Eight organizations 2006-2010 

•  Carnegie Mellon University, Garth Gibson, PI 
•  U. of California, Santa Cruz, Darrell Long 
•  U. of Michigan, Ann Arbor, Peter Honeyman 
•  Lawrence Berkeley Nat. Lab, John Shalf 
•  Oak Ridge National Lab, Phil Roth 
•  Pacific Northwest National Lab, Evan Felix 
•  Los Alamos National Lab, Gary Grider 
•  Sandia National Lab, Lee Ward 
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Reaching for Exascale 
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John Shalf. FSIO, Aug 2010 
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Storage & Fault Tolerance 
•  Checkpoint-restart is key to 

HPC fault tolerance 
•  Balanced systems design 

•  Linear growth of memory  
& storage with compute 

– Checkpoint overhead constant 

•  Top500.org: 100% CAGR  
à storage BW growth 
•  Supporting rapidly growing  

need for BW drives HPC storage 
•  But disk BW has 20% CAGR 
•  So # disks grows at 65% CAGR 
•  Faster than node count growth 

       à Cost unacceptable to most 
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Everything Must Scale with Compute 
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What if MTTI Dropping? 
•  Parts count will grow, will MTTI drop? 
•  History says 1/MTTI linear with # parts 
•  1 – AppUtilization = t/p + p/(2*MTTI)  

Depends on memory capture time, t,  
Checkpoint interval, p, p2 = 2*t*MTTI 

•  So more parts means  
less effective use of big machines 
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Different approaches needed for 2018 
•  Dedicated checkpoint device (The Plan) 

•  Stage checkpoint thru fast memory (NAND flash) 
•  Background write to storage at 10% BW 
•  Cost of dedicated flash expected to double storage 
•  One time win; component count growth continues 

•  Classic enterprise process pairs duplication 
•  Flat 50% efficiency cost, plus message duplication 

Compute!
Cluster!

Checkpoint Memory!

SLOW WRITE!

Disk Storage Devices!

FAST WRITE!



Exascale Storage Bandwidth  
(Checkpoint/Restart Cluster Fault Tolerance) 

G. Grider, FSIO10 
•  600PB & 66TB/s 
•  All disk: $225M 
•  All SSD: $625M 
•  Hybrid: $60M 

•  Double buffer 
strategy 

•  Disk BW is 10%  
of SSD BW 

•  Disk 100% busy 
•  20K disks  
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Technology trends in flash: here to stay, but no disk replacement 
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Ted Wobber, FSIO Aug 2011 
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Fab costs too high to sell SSD at disk prices 
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Dave Anderson, FSIO Aug 2011 
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Technology trends in magnetic disks: disks are becoming tape 
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Possible Change in Disk Technology 
•  x 
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Convergence with Flash  
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Transparent STL/FTL approach 
•  Shingled disks implement “translation” 

•  Same types of algorithms as Flash 
•  Can hire ex-staff of flash industry to jumpstart 
•  Data will be correct using existing codes 

•  Not performance transparent 
•  Erase block: 100-1000 X bigger 
•  Read-erase-write: 1000-10000 X longer 
•  Sure to exceed long tolerable latency thresholds 

•  Not cost transparent 
•  Disk margins < flash margins 
•  Yet disk STL needs more resources 
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A Standards Process is Starting in T13 
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Shingled Disk Write is really Append 
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Transparent Middleware for Fast N-1 Checkpointing 
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Current Write (N-1)  Checkpoint Speed 
•  File system “capture” slows with concurrency 

–  N nodes writing to 1 file, often strided, small writes (e.g. AMR) 
•  Written data by default organized by app, middleware, 

file system, but default bad for write, and often read 
•  Middleware structures data by allocation in nodes into files 
–  GaTech/ORNL ADIOS is new internal data organization 
•  File system concurrent write sharing is serialized into logs 
–  LANL/CMU PLFS is new internal data organization 
•  File system layout avoids any seeks for arriving objects 
–  PSC Zest is new internal data organization 

•  Core technique: optimize for write, not read 
•  History: database logs, log-structured filesystem 
•  Related: log-structured merge-tree (LSM), BigTable/SSTable  
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Concurrent Writes Couples Apps 
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PLFS Decouples Concurrency 
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Net: HPC N-1 Write is really N-N 
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PLFS Checkpoint File System 
•  Small, strided all-to-1 writing  

(e.g. AMR codes) means non-
scalable fault tolerance 

•  Employ representation transform 
to decouple concurrently written 
streams – parallel log-structured 

•  Surprisingly good read bandwidth •  Transparent to applications 
•  Runs old codes unmodified via FUSE 
•  Integrating with MPI-IO (non-FUSE) 

•  5-150X wins for DOE apps 
•  Working at RoadRunner scale 

•  Applies to Lustre, PanFS, GPFS, … 
•  LANL deployment effort underway 

•  Insensitive to misalignment errors 

23X 
7X 

150X 

12X 
5X 

28X 
83X 
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Fast Transparent N-1 Checkpoints 
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Astro-inspired work: Massive Directories for DB-in-FS 
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GIGA+: Directories w/ Billions of Files 

•  Billions of files 
•  Posix API 

•  Extend hashing 
ideas of 80s/90s 
•  Radix rehash 
•  Stale client hints 

•  Decentralize & 
sync-free growth 
•  Buckets split w/o 

sync with others 
•  Rich client hints 
 
FUSE & ONC-RPC 
OrangeFS, NNSA 
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Google-inspired Data-Intensive Scalable Computing 
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Viz codes don’t have enough to do J 
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Chris Mitchell, FSIO Aug 2011 

34 



Viz codes don’t have enough to do J 
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Chris Mitchell, FSIO Aug 2011 
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The DISC Stack 
•  MapReduce/Hadoop 

•  Indep. checkpoint/restart 

•  Programming layer 
•  DB “compiler”, not common 

•  Database layer 
•  Incremental update 
•  Log structured merge trees 
•  Lots of variants (DoD too) 
•  Google has a 76+ PB DB ! 

•  Storage Layer 
•  All about cheap, but replaceable (PVFS, PanFS, S3) 

•  Hardware 
•  All about cheap, Google vs Amazon 
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Database Layer (BigTable) 

Storage Layer (HDFS) 

Job Control Layer (MapReduce) 

Hardware (storage rich cluster) 

Programming Layer (HIVE?) 
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YCSB++: Benchmarking BigTable etc 

Client nodes 

Workload 
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-! RecordSize!
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Batch writers & eventual consistency 

Garth Gibson, Aug 11, 2011#www.pdl.cmu.edu 

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1  10  100  1000  10000  100000

F
ra

c
ti
o
n
 o

f 
re

q
u
e
s
ts

read-after-write time lag (ms)

(a) HBase: Time lag for different buffer sizes

10 KB
100 KB

1 MB
10 MB

•  Deferred write wins, but  
visible latency can be 100 secs 

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1  10  100  1000  10000  100000

F
ra

ct
io

n
 o

f 
re

q
u

e
st

s

read-after-write time lag (ms)

(b) IcyTable: Time lag for different buffer sizes

10 KB
100 KB

1 MB
10 MB

38 



Pre- (and post-) Tablet Splitting  

Garth Gibson, Aug 11, 2011#www.pdl.cmu.edu 

•  6 servers 
•  Per server: Preload 1M rows;  

Load 8M rows; Measure @100 ops/s 
•  20% faster load if pre-split 

•  post-load rebalancing hurts  
   for minutes 
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Improving Ingest Speed: Bulk Load 
•  Faster ingest is format with MapReduce, ingest/import with 

bulk load, rebalance during measurement phase 
•  Test: preload, monitor/measure, format bulk, bulk load, 

monitor/measure, sleep 5 minutes, monitor/measure 
•  Per server: Preload 1M rows; Load 8M rows; Measure @ 100 ops/s 

•  Import turns out to be nearly instant, but rebalancing is not 
•  Load 48M rows one at a time: 1400-1600 secs, 23-26 mins 
•  Bulk load, including formatting time: 5-12 mins (2-5X faster) 
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Map Reduce Rebalancing Import 

End-to-end ingest time 

Data becomes available Queries may 
slow down 
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Rebalancing Timeline (54 Servers/36 MapFiles)	

•  Phase 1 rebalancing starts late 
•  Too much rebalancing work 
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My latest thoughts BigData management 
•  Google Insight 

•  Data encapsulated in continually updating database 
is relatively slow to access (synchronized) 

•  On disk formats are easy to parse, immutable 
•  Flush-and-link on disk files: database snapshot 
•  Query snapshot with direct processing of dataset 

•  YCSB++ inspired extension 
•  Do same thing on ingest – bulk load arriving data 

•  “Database” for incidental access 
•  Interactive “small” queries 
•  Cleaning of data 
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AstroInformatics: Getting our hands dirty 
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40% 
60% 

observed 
object 

W/ Di Matteo, Croft (CMU), Wood-Vassey (U.Pitt) 

•  Friends of Friends: 
Identification of galaxy clusters 

•  Correlation functions: 
Analyzing distribution of distances 
between galaxies 

•  Spatial matching: 
Identification of observed objects in 
the catalog 

catalog 

distance 

•  Quasar detection: 
Identifying quasars based on the five passband fluxes 
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Recipes for Baking Black Forest Databases���
Building and Querying Black Hole Merger Trees from 

Cosmological Simulations	


Julio López, Colin Degraf,  Tiziana DiMatteo, 	

Bin Fu, Eugene Fink, Garth Gibson	


NSF award CCF-1019104, and The Gordon and Betty Moore Foundation. 
CMU PDL OpenCloud Cluster, and NSF allocation of Advanced Computing Resources at Kraken (NICS) 



Merger tree 

Black Hole Merger Trees 

•  Merger forest is in the order of hundreds of millions of trees 
•  # BH properties >> # mergers (by 2+ orders of magnitude) 
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AstroInformatics: Blackhole DB in SQLShare 
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AstroInformatics: Reducing the price of Astro-scale data 
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LANL was going to trash this! 
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NSF to the Rescue 
•  Large scale clusters for systems researchers 

•  For dedicated use, long periods of time (days, weeks) 
•  Allow replacement of any and all software 

•  NSF funds PRObE (2011-2014) 
•  Parallel Reconfigurable Observational Environment 
•  New Mexico Consortium (NMC) 

–  Andree Jacobson, Katharine Chartrand 
–  Joint unit of U. of NM, NM Inst. of Mining &Tech., NM State U. 
–  Located in Los Alamos, NM 

•  Los Alamos National Laboratory (Gary Grider) 
•  Carnegie Mellon University (Garth Gibson) 
•  University of Utah (Robert Ricci) 
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PRObE Inspired AstroInformatics Facility 
•  Recycle a supercomputer with new disks 

•  1000 x 2-4 x 2-4TB = 4-16 PB 
– @ $200/disk, < $1M in new parts 

•  Compute sufficient for Viz if “a few percent” is valid 

•  Run Hadoop/HDFS & MPI/PLFS/HDFS 
•  Slower for compute, but “no cost cycles” 

•  Still need datacenter, power & cooling 
•  NSF awarded PRObE < $1M/yr to operate 

•  Extend SQLshare to AstroInformatics_Share 
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